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Abstract—In this paper, we propose two beacon-less kNN query processing methods for reducing traffic and maintaining high
accuracy of the query result in mobile ad hoc networks (MANETs). In these methods, the query-issuing node first forwards a kNN
query using geo-routing to the nearest node from the point specified by the query (query point). Then, the nearest node from the
query point forwards the query to other nodes close to the query point, and each node receiving the query replies with the information
on itself. In this process, we adopt two different approaches: the Explosion (EXP) method and the Spiral (SPI) method. In the EXP
method, the nearest node from the query point floods the query to nodes within a specific circular region, and each node receiving the
query replies with information on itself. In the SPI method, the nearest node from the query point forwards the query to other nodes in
a spiral manner, and the node that collects a satisfactory kNN result transmits the result to the query-issuing node. Experimental
results show that our proposed methods reduce traffic and achieve high accuracy of the query result, in comparison with
existing methods.

Index Terms—MANETs, kNN query, locations-based service

1 INTRODUCTION

LOCATION-BASED service (LBS) is a typical application
for mobile ad hoc networks (MANETs) [4,11]. In an LBS,

it is common for a node to issue k Nearest Neighbor (kNN)
queries [2,10,16,18], which search the information on the k
nearest neighbors (kNNs) from the specified location (query
point).

Many in-network processing techniques for kNN
queries have been proposed for wireless sensor networks
(WSNs). For example, in [3,13,14], the authors proposed
infrastructure-free kNN query processing methods, which
are efficient in retrieving kNN information with low mes-
sage overhead (traffic) since they do not require the
maintenance of network infrastructures. In these methods,
nodes must exchange messages including node informa-
tion (e.g., 1-hop beacon messages including the location of
the sender).

However, MANETs possess notable characteristics, such
as limitations on network bandwidth, and dynamic topol-
ogy change due to the movement of mobile nodes. When
nodes frequently exchange beacon messages to accurately
know changing locations of neighboring nodes, traffic
increases, and this causes frequent packet losses, resulting
decrease in the accuracy of the query result. On the other
hand, when nodes do not frequently exchange beacon mes-
sages, traffic is reduced, but nodes cannot accurately know
the neighboring nodes’ locations.
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Therefore, in MANETs it is desirable to retrieve kNN
information without using beacons. In this case, since
nodes do not acquire the information on neighboring nodes
beforehand, kNN query processing requires on-demand
acquisition of neighboring nodes’ information. A naive
approach achieving this involves the query-issuing node
flooding a kNN query over the entire network, and every
node receiving the query sending back a reply. However,
in this approach, many unnecessary replies, not included
in the result of the kNN query (kNN result), are sent
back to the query-issuing node, and thus traffic increases.
Moreover, in MANETs, existing approaches that construct a
static logical network (e.g., a query propagation tree) do not
work. This is because when the network topology changes
during query execution, the query-issuing node may not be
able to acquire all the information on kNNs.

Fig. 1 shows an example of performing a kNN query,
where an event organizer distributes some coupons to
kNNs from a specific location. If the query-issuing node
receives replies from all nodes, it produces a large amount
of unnecessary traffic. Moreover, if a static query propaga-
tion tree is constructed and a link in the tree is disconnected,
the query-issuing node cannot acquire the information on
some kNNs.

In this paper, we propose two beacon-less kNN query
processing methods for reducing traffic and maintaining
high accuracy of the query result in MANETs. In these
methods, the query-issuing node first forwards a kNN
query using geo-routing to the nearest node from the query
point. Then, the nearest node from the query point forwards
the query to other nodes close to the query point, and each
node receiving the query replies with the information on
itself. In this process, we adopt two different approaches:
the Explosion (EXP) method and the Spiral (SPI) method.
Since these methods do not require flooding of a kNN query
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Fig. 1. Example of a kNN query in a MANET.

over the entire network, beacon messages between nodes,
or network infrastructure, they can solve problems faced by
the naive and existing approaches, caused by bandwidth
limitations and dynamic network topology change.

The contributions of this paper are as follows:

• In MANETs, it is highly important to minimize
unnecessary query messages and replies (i.e., traffic).
In this paper, we propose effective kNN query pro-
cessing methods for reducing traffic while preserving
high accuracy of the query result.

• We propose two different methods, the Explosion
(EXP) method and the Spiral (SPI) method. The per-
formance of these methods is affected by several
factors, such as the number of nodes (node density),
movement speed, and k.

• Through extensive simulations, we show that our
methods can reduce traffic compared with the naive
method and the beacon-based (periodic message
exchanges) method, and also achieve high accuracy
of the query result. In addition, we take a clue to
adaptively choose one of the EXP and SPI methods
under various system situations.

The remainder of this paper is organized as follows.
In Section 2, we introduce related work. In Section 3,
we present our proposed kNN query processing meth-
ods. In Section 4, we discuss the results of the simulation
experiments, and in Section 5, we summarize the paper.

2 RELATED WORK

Many strategies have been proposed for processing kNN
queries in WSNs [6,8,17]. In our paper, we focus on some
of the most relevant existing studies on WSNs involving
features similar to MANETs, such as wireless communica-
tion and multi-hop relaying, and discuss the differences in
our approach.

In [3,13,14], the authors proposed kNN query process-
ing methods in location-aware sensor networks based on
the query propagation method proposed in [15]. In [13], the
authors proposed an infrastructure-free kNN query process-
ing method called DIKNN. This method consists of three
phases; routing phase, kNN boundary estimation phase,
and query dissemination phase. In this method, first a sink
sends a query message to the nearest node from the query
point. The information on the density of nodes is collected
during the query transmission. The nearest node to the

Fig. 2. Itinerary structures.

query point estimates the kNN boundary (which represents
a search range), based on the information on the density
of nodes, and partitions the kNN boundary into sectors.
In each sector, a sensor node collects partial results (the
information on nodes within its communication range),
and propagates the query to the next node in the sector
according to a well-devised itinerary structure (Fig. 2(a)).
Finally, the partial results are individually sent back from
each sector to the query-issuing node, enabling the query-
issuing node to acquire kNNs. In [3], the authors proposed
an infrastructure-free kNN query processing method called
PCIKNN which consists of phases same as DIKNN. This
method also sets the kNN boundary and partitions it into
some sectors. With respect to each sector, a sensor node
collects partial results along a well-devised itinerary struc-
ture, and then, the last node in each sector sends back the
information on the nodes in each sector to the nearest node
from the query point. After the nearest node from the query
point receives the information on nodes in all sectors, it
aggregates the partial results and sends them back to the
query-issuing node. In DIKNN and PCIKNN, by partition-
ing the search range, the response time of query execution
can be reduced even if the search range is large.

In [14], the authors proposed three methods for pro-
cessing kNN queries in location-aware sensor networks:
the GRT, KBT and IKNN algorithms. In the GRT and KBT
algorithms, a tree infrastructure composed of sensor nodes
is constructed, and a kNN query is propagated along it.
The IKNN algorithm is an infrastructure-free approach,
which propagates a query along a calculated spiral route
(Fig. 2(b)). The SPI method proposed in this paper is
inspired from the IKNN algorithm.

However, these all algorithms basically assume a static
or location-aware sensor network. More specifically, each
sensor node must precisely know its neighbors (e.g., by
frequently exchanging beacon messages), which causes
excessive overhead in highly dynamic MANETs.

As described later, to process a kNN query without bea-
cons, a node must process it on the fly using only the
information included in a query and its location informa-
tion. In addition, it is necessary to search the entire range
where kNNs are present, and to identify the conclusion of
a search based solely on the information in a query. Our
proposed methods are more suitable to the MANET envi-
ronments, because we have designed methods to meet these
requirements.
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3 K NN QUERY PROCESSING METHODS

In this section, we first describe the assumed environment,
and the design policy of our methods. Then, we present
how kNN queries are processed in our methods.

3.1 Assumptions
The system environment is assumed to be a MANET in
which all mobile nodes have the same radio communi-
cation facility, whose communication range is a circle of
a fixed size. We assume that the MANET is sufficiently
dense that network partitioning does not occur, and geo-
routing can be performed between any pair of nodes. In the
MANET, mobile nodes retrieve the information on other
mobile nodes by using kNN queries. The query-issuing
node transmits a query message associated with the query
point, and acquires the information on the k nearest nodes
from the query point among all nodes in the entire network.

We assign a unique node identifier to each mobile node
in the system. The set of all mobile nodes in the system is
denoted by M = {M1, M2, · · · , Mn}, where n is the total num-
ber of mobile nodes and Mi (1 ≤ i ≤ n) is a node identifier.
Each mobile node moves freely.

Every mobile node knows the total number of mobile
nodes (n), the size of the entire area in which mobile nodes
are present, and its current location (using a positioning
system such as GPS).

3.2 Design Policy
The k nearest nodes from the query point in a MANET
change during a search, because nodes move freely.
Therefore, the query-issuing node must acquire the query
result in a short time. To this end, we have designed
our methods to execute queries using only one round of
message transmissions.

In MANETs, it is highly important to minimize the
amount of information transmitted, due to limitations on
network bandwidth and the batteries of the mobile nodes.
For example, packet losses and packet retransmissions may
occur when the network is congested, resulting in informa-
tion failing to be transmitted. In this sense, the periodic
broadcast of beacon messages by nodes, even when no
node is searching kNNs in the network, causes unneces-
sary traffic; and thus a beacon-less method is more suit-
able for MANETs. However, without exchanging beacon
messages, nodes cannot know neighboring nodes’ informa-
tion beforehand. Therefore, we need to design beacon-less
methods involving on-demand searches. In doing so, we
should avoid using message flooding over the entire net-
work, because it is particularly wasteful use of network
bandwidth.

In addition, a node must process a query in a dis-
tributed manner on the fly using only the information
included in the query and its location information; and
nodes must cooperate with neighbors to process a query
with low traffic.

3.3 Overview of Our Methods
As mentioned above, it is important to process a kNN query
without beacons and message flooding over the entire net-
work. To process a kNN query without beacons, nodes must

Fig. 3. EXP method.

employ on-demand acquisition of information on neigh-
bors, in order to forward a query message. In our methods,
we adopt a three-way handshake transmission to forward
a message. Specifically, the node closest to the query point
transmits a reply message after the shortest waiting time,
and other nodes stop sending replies upon overhearing this
reply, in order to reduce the traffic.

Using geo-routing based on this message forwarding
manner, in our methods, first the query-issuing node trans-
mits a kNN query to the nearest node from the query point
(the global coordinator). Then, the global coordinator com-
mences the process of acquiring the information on kNNs.
In this process, we adopt two different approaches, the
Explosion (EXP) and Spiral (SPI) methods. In both meth-
ods, nodes cooperate with neighbors to process a query
using only the information included in the query and its
location information.

In the EXP method (Fig. 3), the global coordinator floods
the kNN query to nodes within a specific circular region
centered on the query point, resembling an ‘explosion’ of
the query message from the global coordinator. The size
of the circular region is determined based on the density
of nodes in the entire area. Each node receiving the query
replies to the global coordinator with the information on
itself. After collecting replies from the nodes in the circular
region, the global coordinator replies, with the kNN result,
to the query-issuing node.

In the EXP method, each node receiving a query mes-
sage replies when the waiting time, which is based on
the distance between the query point and its location, has
passed, and the farther nodes set a lesser waiting time. By
doing so, the intermediate nodes can aggregate replies from
farther nodes.

The SPI method (Fig. 4) does not require specifying the
specific region for sending a query message unlike the EXP
method. In the SPI method, the entire area is dynamically
partitioned into a set of hexagonal cells whose size is deter-
mined based on the communication range of the mobile
nodes, with the query point at the center of a hexagonal cell.
The global coordinator begins forwarding the kNN query,
in a spiral manner, to the nodes located nearest the cen-
tral point of the respective hexagons (local coordinator). Each
local coordinator collects the information on all nodes in its
hexagonal cell, and then forwards the query, including this
collected information, to the next hexagon in the spiral. The
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Fig. 4. SPI method.

node that surely collects the kNN result transmits the result
to the query-issuing node.

In the SPI method, each node is aware of the hexagon
to which it belongs, solely based on the information in the
query (i.e., the query point) and its location. The local coor-
dinator can both acquire the information on nodes within
the same hexagon, and determine the next node to which
to transmit the query, using the same query.

In both methods, a designated node aggregates the
information in the received replies, and thus unneces-
sary information is not sent in reply through a long path
to the query-issuing node. In these ways, unnecessary
transmissions of queries and replies can be reduced.

3.4 Geo-Routing for Forwarding a Query
To dynamically construct a route to the query point, we
extend a beacon-less geo-routing method proposed in [5].
Our geo-routing method adopts a three-way handshake
protocol to enable a given node to find the node nearest
to the query point among its neighboring nodes, and then
send a query to this node. By repeating this procedure, the
query is forwarded to the global coordinator.

Specifically, in our geo-routing method, first the query-
issuing node broadcasts a neighbor search message. When
a node receives this message, if it is closer to the query
point than the source node, and within the searching range
(discussed below), it stores the ID of the source node as the
parent node and sets the waiting time, Reply_Delay (RD), for
sending a reply, according to the following equation:

RD = Max_delay ·
(

α − d
α

)
, (1)

where Max_delay is a positive constant specifying the max-
imum waiting time before sending a reply, α is the radius
of the searching range, and d is the distance between the
source node’s location and the foot of the receiving node’s
perpendicular to the line from the source node to the query
point. The searching range is a circular region centered on
the source node, and must always be lesser than the com-
munication range. This is because if it is set as equal to
the communication range, there will be frequent link dis-
connections between nodes and their parents during query
processing. Specifically, it is determined based on the speed
only of the source node (without factoring in the speed of

other nodes), because it is too costly to acquire information
on the other nodes’ mobility. The maximum distance that
the node moves during a query transmission (Xmax) is cal-
culated as Xmax = Vmax · T, where Vmax is the maximum
speed of the node, and T is the search time. Thus, if the
radius of the searching range is equal to the communication
range minus Xmax, the query path is probably available
during a query transmission. However, our method still
work well even if α is roughly defined. This is because
the node can return the results by using geo-routing once
again even if a link disconnection between the node and its
parent occurs.

According to Equation (1), nodes closer to the query
point transmit reply messages after shorter waiting times.
Thus, the node with the minimum RD is the first to transmit
a reply message to the source node of the neighbor search
message. The other nodes that received this reply stop send-
ing a reply if they set the RD. The source node of the
neighbor search message, having received reply messages
from its neighbors, sends a (forwards the) kNN query mes-
sage only to the node that first sent the reply. The node that
receives the forwarded kNN query broadcasts a neighbor
search message. Finally, if the node that sends a neighbor
search message does not receive any reply message when
the query point is within its communication range, it recog-
nizes itself as the global coordinator and begins acquiring
kNNs. In this way, the query-issuing node can forward
a kNN query to the global coordinator with little traffic,
because the geo-routing method requires neither beacon
messages nor the construction of multi-paths.

During the execution of the geo-routing method, each
mobile node can recognize its parent. Therefore, nodes can
utilize the constructed path to forward a query for the reply.
Because a node’s parent is selected from nodes within the
searching range, link disconnections between nodes and
their parents rarely occur.

Fig. 5 shows an example of forwarding a query mes-
sage using our geo-routing method, when M1 issues a kNN
query. M1 transmits a neighbor search message to its neigh-
boring mobile nodes. On receiving the message, M2 and M3
respectively set their RD. Since M4 is not within the search-
ing range, it ignores the message. Since M5 is farther from
the query point than M1, it also ignores the message. M2,
with the minimum RD, is the first to transmit a reply mes-
sage to M1, when its RD has passed. M1, on receiving the
reply message from M2, forwards the kNN query to M2.
M3, which received the reply message from M2, makes no
reply to M1. Then, M2 transmits a neighbor search message
in the same manner as M1. Finally, M6, which is the near-
est to the query point (the global coordinator), receives the
kNN query.

3.5 Forwarding a kNN Query and Returning the
Result : Explosion (EXP) Method

3.5.1 Concept of EXP method
There must be kNNs within the circle centered on the query
point and whose radius is decided based on the estimated
distance between the query point and the k-th nearest node
from the query point. However, it is difficult to accurately
determine the optimal radius of this circle, because nodes



1094 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 13, NO. 5, MAY 2014

Fig. 5. Example of executing the geo-routing method.

do not know the locations of other nodes beforehand. If
the query-issuing node liberally estimates the radius of the
circle, it can acquire the accurate kNN result with high
probability. However, if every node within this expansive
circle replies with its information to the query-issuing node,
unnecessary replies (from nodes that are in the circle but
are not kNNs) are sent back through long paths to the
query-issuing node.

To solve this problem, in our methods the global coordi-
nator first collects the information on all nodes within the
circle, and then sends the aggregated result to the query-
issuing node. By doing so, a query and its replies are
transmitted with small hopcounts, which helps to reduce
the traffic. Here, in order for nodes in the circle to effi-
ciently aggregate the node information, individual nodes
should not send replies separately, but should relay replies
from nodes farther from the query point to closer nodes.
However, since nodes do not know other nodes’ locations,
it is difficult to achieve this. Thus, our idea is to set wait-
ing times before replying, based on the distance from the
respective nodes to the global coordinator. Specifically, by
setting shorter waiting times for nodes further from the
global coordinator, closer nodes have more chance to relay
or overhear and aggregate others’ replies.

3.5.2 Query Processing
The behavior of the query-issuing node, Ms, and of mobile
nodes receiving the query message, is as follows.

1) Ms specifies the requested number of kNNs, k, and
the query point. Then Ms determines the radius of
the estimated kNN circle, R, based on the entire area
size, the total number of nodes in the area, and k,
by the following equation:

R =
√

k · area
π · n

, (2)

where n is the total number of nodes in the entire
network, and area is the area size.

2) Ms transmits a kNN query message to the nearest
node from the global coordinator, using the geo-
routing method described in Section 3.4. In the
query message, the query-issuing node’s ID and
location are set as Ms and its location, respectively,
the requested number of kNN is set as k, the radius
of the estimated kNN circle is set as R, and the query
point is set as the location specified by the query.

3) By the process described in Section 3.4, the global
coordinator, Mp, is selected. Then, Mp broadcasts
a local query message to its neighboring mobile
nodes. In the message, the requested number of
kNNs is set as k, the radius of the estimated kNN
circle is set as R, the query point is set as that in the
received query message, and the global coordina-
tor’s ID and location are set as Mp and its location,
respectively.

4) Each mobile node, Mq, that initially receives the
local query message stores the identifier of the
source node, Mp, as its EXP parent. If Mq is within
the estimated kNN circle, it sets the waiting time,
Wait Time (WT), for sending a reply, according the
following equation:

WT = β ·
(

R
r

)
·
(

1 − a
R + b

)
, (3)

where a is the distance between Mp and Mq, b
is the distance between the query point and Mp,
β is a parameter specified by a system designer to
avoid message collision, and r is the communication
range. As Equation (3) shows, WT decreases as the
distance between Mp and Mq increases.
At the same time (without waiting WT), Mq broad-
casts a local query message to its neighboring
mobile nodes.
If Mq has already received a local query message, or
is not within the estimated kNN circle, it discards
the message and does nothing.

5) The node that has set the least WT begins to trans-
mit a reply message (after waiting WT) with the
information on itself, including its location, to its
EXP parent. This attached information is called the
tentative kNN result.

6) Each node that receives the reply message (from
its EXP child) updates the tentative kNN result
included in the reply message, by adding the infor-
mation on itself. If the number of nodes whose
information is included in the tentative kNN result
exceeds k, the information on the node farthest from
the query point is removed from the tentative kNN
result.
When WT has passed, if the node is not the global
coordinator, it transmits a reply message, including
the updated tentative kNN result, to its EXP parent,
and the procedure returns to Step 5. If the respective
node is the global coordinator, the procedure goes
to Step 7.

7) When WT has passed, Mp replies, with the updated
tentative kNN result as the final kNN result, to the
query-issuing node, along the same path through
which the query message was sent from the query-
issuing node to Mp. If a link disconnection occurs
along the path, the node that detects the discon-
nection transmits the reply using the geo-routing
method described in Section 3.4, where the query
point is set as the location of the query-issuing node.

Fig. 6 shows an example of executing the EXP method,
where M1 is the global coordinator; and Fig. 7 shows a flow
diagram of the query processing. When M5 receives a local
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Fig. 6. Query processing in the EXP method.

query message from M1, it stores M1’s ID as its EXP par-
ent, and broadcasts a local query message to its neighboring
nodes because it is within the estimated kNN circle. In the
same way, on receiving the query message, M6 stores M5’s
ID as its EXP parent, and broadcasts a local query mes-
sage to its neighboring nodes. In contrast, M7, on receiving
the query message, discards the message because it is not
within the estimated kNN circle. When WT has passed at
M6, M6 transmits a reply message, including M6’s informa-
tion, to M5. On receiving this message, M5 transmits a reply
message, including both its and M6’s information, when
WT has passed. Such procedures are performed throughout
the entire MANET, until finally M1 acquires the informa-
tion on all nodes within the estimated kNN circle. When
WT has passed at M1, it transmits the kNN result to the
query-issuing node.

The EXP method can reduce the traffic required for
collecting the kNN result, because the tree structure is
dynamically constructed during transmissions of local
query messages (by changing the waiting time based on
the nodes’ positions), and the information of nodes only in
a specific region (the estimated kNN circle) is efficiently col-
lected along the tree. However, in this method, the value of
R must be appropriately set. If R is set too low, the informa-
tion on some kNNs may not be acquired; while if R is set too
high, the traffic increases unnecessarily due to the transmis-
sion of needless information. Our approach to determining
R is based on the density of nodes in the entire MANET.
However, in a real environment, it is not always easy to
know the total number of nodes in the entire MANET, and
the area size, in advance. Moreover, the density of nodes is
generally not uniform in a MANET.

Fig. 7. Flow diagram of query processing in the EXP method.

3.6 Forwarding a kNN Query and Returning the
Result : Spiral (SPI) Method

3.6.1 Concept of SPI method
As noted in Section 3.5, it is difficult to accurately determine
the optimal (minimum) radius of the circle which includes
kNNs. Therefore, a method to obtain kNNs without specify-
ing the circle is needed. For this aim, we adopt the strategy
of visiting nodes in a spiral manner following the IKNN
algorithm in [14]. In this way, since a query travels along
a single path, it can efficiently aggregate nodes’ informa-
tion (i.e., can filter out unnecessary information), and can
halt the process at an appropriate time. We explain rea-
sons in detail why we choose single path transmission in a
spiral pattern.
(i) Initial stipulation of a search range is not needed.

In the existing methods including the EXP method, in
which the search range is determined in advance based
on the local information, misestimation of the search range
degrades the performance. In contrast, since spiral prop-
agation gradually extends the range without initial stip-
ulation of the search range, it involves no risk of such
misestimation.
(ii) Queries can search nodes in order of increasing distance from
the node’s location to the query point.

An efficient approach involves initially searching for
nodes near the query point, and then gradually extend-
ing the range to acquire information on farther nodes. This
avoids unnecessary extension of the search range. A spi-
ral propagation pattern is suitable for this approach. The
existing methods [3,13,14] also utilize the spiral propagation
pattern.
(iii) The node which acquires kNNs appropriately initiates a reply
to the query-issuing node.

In the SPI method, the node that (i) acquires the informa-
tion on at least k nodes and (ii) ensures that the search so
far has fully covered a circular range containing k nodes
centered on the query point, can initiate a reply to the
query-issuing node. In the existing methods [3,13,14], the
query is replicated and multiple queries are processed in
parallel to reduce the response time. However, it is dif-
ficult to judge when the search is over, because queries
cannot know how many nodes other queries have searched
so far. In contrast, spiral propagation presents no such
difficulty.
(iv) Radio interference can be suppressed.

In the SPI method, kNNs are acquired by a single path in
order to avoid radio interference; whereas, in the existing
methods, multiple queries are processed in parallel, and
the accuracy of the query result may decrease due to the
resulting radio interference.

3.6.2 Partition of the Area
According to the above policy, in the SPI method, the entire
area is partitioned into a set of hexagonal cells and the kNN
query is forwarded in a spiral manner through a series of
hexagonal cells. Because the communication range has a
basically circular shape, it is efficient to partition the area
into hexagonal rather than triangular or quadrangular cells.
More specifically, by appropriately setting the size of the
hexagonal cell, a query can acquire the information of all
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Fig. 8. Partition of the area.

nodes within each cell with one-hop message exchange, and
then pass on to the next cell.

The entire area in which mobile nodes are present is
uniformly divided into hexagonal cells so that the query
point locates at the centroid of a cell. To guarantee that
all mobile nodes in a hexagonal cell can receive messages
sent by nodes in the same cell, we set the circumradius of
each hexagonal cell as half the radius of the communica-
tion range. Here, as described in Section 3.1, we assume that
each node knows the radius of the communication range,
which is the same for all nodes. The hexagonal cells cov-
ering the entire area are uniquely determined. Each node
autonomously determines to which hexagon it belongs,
based on its location and the location of the query point
included in the query message.

In the SPI method, when a node surely collects the infor-
mation on kNNs, it transmits a reply message to the query-
issuing node. Therefore, if there are kNNs within the
circumscribed circle of the hexagonal cell which includes
the query point, it is not necessary to transmit the kNN
query to other hexagonal cells. If there are less than k nodes
in the cell, the kNN query is transmitted (as necessary) to
a series of concentric rings of hexagonal centered on the
query point cell. Here, we define the hexagonal cell that
includes the query point as the 0 lap hexagonal cell, the
first concentric ring of hexagonal cells as the 1st lap (hexag-
onal cells), the second concentric circle as the 2nd lap, and
so on. Each n-th lap hexagonal cell’s ID is defined as h(n,i)
(i=0, · · · , 6n-1), and i denotes the number given to the i-th
hexagonal cell in a clockwise direction.

Fig. 8 shows an example of partitioning the area into
a set of hexagonal cells and a typical query path through
the structure, respectively. The center point of hexagonal
cell h(0,0) corresponds to the query point, and the dotted
circle indicates the circumscribed circle of the correspond-
ing hexagonal cell whose diameter equals the radius of
the communication range. The 1st lap hexagonal cells with
IDs h(1,0) to h(1,5) circumscribe to the 0 lap hexagonal cell
h(0,0). A query is forwarded from hexagonal cell h(0,0), and
travels through the 1st lap hexagonal cells, then the 2nd lap
hexagon cells, in order.

3.6.3 Query Processing
In the SPI method, a kNN query is transmitted to a series
of hexagonal cells (as described in Section 3.6.2). The

behavior of the query-issuing node, Ms, and the mobile
nodes receiving the query message is as follows.

1) Ms specifies the requested number of kNNs, k, and
the query point, and transmits a kNN query to the
global coordinator using the geo-routing method
described in Section 3.4. In the query message, the
query-issuing node’s ID and location are set as Ms
and its location, respectively, the requested number
of kNNs is set as k, and the query point is set as the
location specified by the user.

2) Through the process described in Section 3.4, the
global coordinator, Mp, which locates within the
0 lap hexagon, is selected. Mp is called the local
coordinator of the 0 lap region. Mp broadcasts a local
query message to its neighboring mobile nodes. In
the local query message, the query point is set as
that in the received query message, the hexagon ID
is set as h(0,0), and the source node’s location is set
as Mp’s location.

3) Each mobile node, Mt, which receives the local
query message, transmits a reply message to the
source node (local coordinator) if Mt is within the
circumscribed circle of the hexagon corresponding
to the hexagon ID in the received message. In the
reply message, it includes the information on itself
(its location and ID (Mt)).

4) Mt stores the query point and hexagon ID in the
received message. Then, it calculates the center posi-
tion of the hexagon which should be visited next. If
Mt is closer to the center of the next hexagon than
to that of the source node, it sets the waiting time
(WT) for sending a query request message (described
in Step 6) according to the following equation:

WT = Max_delay · h
r

+ γ, (4)

where Max_delay is a positive constant specifying
the maximum time before sending a query request
message, h is the distance between Mt’s location
and the center of the hexagon which should be vis-
ited next, r is the radius of communication range,
and γ is a margin of time for the local coordinator
(source node) to receive replies from its neighbors.
As Equation (4) shows, WT decreases with decreas-
ing distance between Mt and the center of the next
hexagon.
When WT has passed at Mt, it transmits a query
request message, including its own ID, to the local
coordinator.

5) The local coordinator receiving the reply messages
from its neighboring nodes updates the tentative
kNN result by adding the information in the received
messages.
If the number of the information on nodes included
in the tentative kNN result exceeds k, the infor-
mation on nodes which are not kNNs from the
query point is removed from the tentative result.
Furthermore, if the local coordinator belongs to
the last hexagon in the current lap, i.e., h(n,5·n)
(n=1,· · · ), the procedure goes to Step 9.
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Fig. 9. Query processing in the SPI method.

6) When the local coordinator receives a query request
message for the first time, it transmits a query
forwarding message to the sender of the request mes-
sage. This message includes the information on the
requested number of kNNs, k, the query point, the
query-issuing node’s ID (Ms) and location, and the
tentative kNN result. Meanwhile, the other nodes
that receive the query request message stop sending
query request messages.

7) The node that receives the query forwarding mes-
sage becomes the new local coordinator. If it is
within the hexagon which should be visited next,
it broadcasts a local query message to its neighbor
nodes, and the procedure returns to Step 3. If it is
not within the next hexagon, it cannot collect the
information in that hexagon, thus, it does not broad-
cast a local query message, but instead broadcasts
a coordinator search message to its neighbor nodes.

8) Each mobile node, Md, which receives the coordi-
nator search message, stores the query point and
hexagon ID in the received message. Then, it cal-
culates the center positions of the hexagons which
should be visited next and next but one. If Md
is (i) within the circumscribed circle of the next
hexagon, or (ii) it is closer to the center of the next
but one hexagon than that of the source node, it
sets the waiting time (WT) before sending a query
request message (described in Step 6) according to
the following equation:

WT =
⎧⎨
⎩

Max_delay · hi
r ((i)),

Max_delay · (1 + hii
r )

((ii) without (i)),
(5)

where Max_delay is a positive constant specifying
the maximum time before sending a query request
message, hi is the distance between Md’s location
and the center of the next hexagon to be visited, hii
is the distance between Md’s location and the center
of the next but one hexagon to be visited, and r is the
radius of the communication range. As Equation (5)
shows, WT becomes smaller as the distance between
Md and the center of the next hexagon decreases,
and as the distance between Md and the center of the

Fig. 10. Flow diagram of query processing in the SPI method.

next but one hexagon decreases. Here, if Md does
not meet the criteria, it discards the message.
When the WT has passed at Md, the node transmits
a query request message, including it’s ID, to the
local coordinator. The procedure goes to Step 6.

9) The local coordinator replies, with the tentative
kNN result as the final result, to the query-issuing
node using the geo-routing method described in
Section 3.4, where the query point is set as the
location of the query-issuing node. If the local coor-
dinator or a relaying node incidentally knows a
node on the query path from the query-issuing node
to the global coordinator, it forwards the kNN result
to this node, and the kNN result is sent back to the
query-issuing node along the query path. If some
nodes along the query path do not connect with
their parents due to link disconnection, the local
coordinator or relaying node again transmits the
kNN result using the geo-routing method.

Fig. 9 shows an example of executing the SPI method,
where M1 is the global coordinator, and Fig. 10 shows a
flow diagram of the query processing. First, M1 broadcasts
a local query message to its neighboring nodes. When M2
and M3 receive a local query message from M1, they reply
with their information to M1 as a local reply because they
are within the same hexagon as M1. On receiving the local
replies from M2 and M3, M1 stores the information on itself,
M2, and M3 as the tentative kNN result. M4, on receiv-
ing the query message from M1, transmits a query request
message to M1 when WT has passed. When M1 receives
this message from M4, M1 transmits a query message with
the information on M2, M3, and itself. Such procedures are
performed in all hexagons on the 1st lap, and finally M13
acquires the information on kNNs and initiates a reply to
the query-issuing node.

The SPI method expands the searching area until a
node surely collects the information on kNNs. Therefore,
it is not necessary to set the searching area (i.e., R in
the EXP method) in advance. We use “surely” when a
query acquires the information on equal to or more than
k nodes, and searches the whole circle area centered on
the query point, and whose radius is the distance between
the query point and the k-th farthest node from the query
point among all searched nodes. Actually, the query-issuing
node should be able to acquire the information on correct
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kNNs in most cases. However, due to message collisions,
the query-issuing node may not always find kNNs.

Here, the SPI method can address situations in which
no node is present in a hexagon through the transmission
of a coordinator search message. If there is no node in a
given hexagon, a query continues searching to bypass an
empty hexagon by passing through neighboring nodes as
a detour. Specifically, if Mw (which sent a local query mes-
sage) receives no query request message (e.g., there is no
candidate in the next hexagon among the neighbors), after
a given time it sends a coordinator search message to find
the next local coordinator. After that, each node follows the
regular procedures. Thus, the SPI method can resolve the
problem. If, due to a network partition, Mw does not receive
the message from any nodes by 2.5·Max_delay after send-
ing the coordinator search message, a query discontinues
searching.

The SPI method is typically time-consuming to forward a
query, and thus significant response time is involved when
a query must traverse a large number of hexagons. In such a
situation, the network topology may change during the exe-
cution of this method, which results in changes in the kNNs.
Therefore, it may be difficult to maintain high accuracy of
the query result.

3.7 Discussion
3.7.1 Node Mobility
Given the nodes’ mobility in MANETs, it is more effi-
cient to dynamically construct a query path than to
construct a static path in advance, and our methods
involve such dynamic construction. Specifically, in our geo-
routing method, which uses three-way handshakes without
exchanging beacon messages, nodes select the next hop
using the searching range, taking into account node mobil-
ity. Thus, a link disconnection between a given node and
its parent does not occur very often; and if such a discon-
nection occurs, the node can reply (with the kNNs) to the
query-issuing node by using geo-routing once again. In our
simulation experiments, the graphs regarding node speed
(Fig. 13(c)) show that our methods can maintain high accu-
racy of the query result, even when nodes move fast (up
to 20.0[m/s], i.e., 72[km/h], which implies that some nodes
are high-speed vehicles).

3.7.2 Appearance and Disappearance of Nodes
In this paper, we do not incorporate the appearance and
disappearance of nodes during query processing. If a
query-relaying node disappears during query processing,
the acquired result may be lost. However, such a situa-
tion can be easily avoided by assigning a neighbor as an
alternative coordinator and passing the result to this neigh-
bor. We will design the concrete algorithm in our future
work. We should also note that such appearance and dis-
appearance rarely occurs during query processing in our
methods, because query processing (response time) is quite
brief (roughly a few seconds).

3.7.3 Estimated kNN Circle in the EXP method
The EXP method determines the search range (estimated
kNN circle) as it simply supposes that nodes are uniformly

distributed while it is not always true in a real environment.
Even if nodes are not evenly distributed, the EXP method
is executable (can work). Of course, in such a situation,
the estimated kNN circle is not very accurate, and thus, its
performance may degrade.

Specifically, if the estimated kNN circle in the EXP
method contains less than k nodes due to misestimation,
the accuracy of the query result decreases because the infor-
mation on the remaining kNNs is not resought. However,
the EXP method can easily adapt to this situation. When it
acquired less than k nodes, the global coordinator could
replace the circle with a larger one, and search again.
Another approach to adapt to a network whose node den-
sity is not uniform is to estimate the density of nodes near
the query point before spreading a query (e.g., by exchang-
ing messages between neighbors). However, this causes an
increase in the traffic and the delay; thus, we need an alter-
native, more effective and cost-efficient means to estimate
node density. Setting the estimated kNN circle appropri-
ately in such a situation is a challenging research issue,
which is part of our future work.

Many applications require high accuracy of the query
result. However, even if the accuracy of the query result
does not reach 1, some applications, such as the distribution
of coupons or advertisements in a city or event site, are still
suitable. In the simulation experiments in this paper, we
use the “MAP value” to measure the accuracy of the query
result, because the answers with a higher rank are more
important than those with a lower one in a kNN search.
In particular, when the accuracy of the query result does
not reach 1, the answers generally do not include the infor-
mation on nodes with a low rank, due to node movement
and inhomogeneous density. Moreover, query processing
by repetition, or a large estimated kNN circle, with the
aim of achieving perfect accuracy of the query result, per-
forms poorly in terms of traffic and delay. In addition, it
is difficult to achieve perfect accuracy of the query result
because nodes move freely, which causes variations in dis-
tance between node locations and the query point (i.e., the
kNNs dynamically change). That is why we aim to balance
between accuracy and traffic, rather than achieving perfect
accuracy with too much (unacceptable) overhead.

4 SIMULATION EXPERIMENTS

In this section, we discuss the results of simulation exper-
iments evaluating the performance of our proposed meth-
ods. For the simulation experiments, we used the network
simulator, QualNet4.0[12].

4.1 Simulation Model
The number of mobile nodes in the entire system is n
(M1, . . . , Mn). These mobile nodes are present in an area
of 1,000[m] × 1,000[m], and move according to the random
waypoint model [1], with a movement speed and pause
time of from 0.5 to v[m/sec] and 3[sec], respectively. Note
that we also conducted simulations with other mobility
models: the random walk and random waypoint models
with a home area. In the latter model, the entire area is
partitioned into four square regions of equal size, and each
node selects its next destination either from the region in
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which it resides (90% probability) or from another region
(10%). The results show that our proposed methods achieve
roughly the same performance in all the three mobility
models, and the differences in performance between our
methods and comparative methods are almost same in the
three mobility models. Thus, we only show here the results
with the random waypoint model.

Mobile nodes transmit messages using an IEEE 802.11b
device with a data transmission rate of 11[Mbps]. The
transmission power of the mobile nodes is determined
such that the radio communication range is about 100[m].
Packet losses and delays occur due to radio interference.
We assume that each node knows its current location. The
query point specified by a kNN query is (500, 500). The
Max_delay in Equations (1) and (4) is set at 0.1 based on
our preliminary experiments, so that our methods achieve
good performance. α in Equation (1), β in Equation (3), and
γ in Equation (4) are respectively set at 97, n/500, and 0.005·
n/30, based on our preliminary experiments.

We compare the performance of our proposed EXP and
SPI methods with that of a naive method, DIKNN[13],
and the EXP and SPI methods using beacons. In the naive
method, which does not use beacons, the query-issuing
node broadcasts a kNN query to its neighbor nodes, and
then the query is transmitted to nodes within a spe-
cific region using the geo-routing method proposed in [7].
Specifically, each mobile node that receives the kNN query
re-broadcasts the query to its neighbor nodes if it is nearer
to the query point than the sender node, or is within the
estimated kNN circle (which is the same as that in the EXP
method). In addition, if a node that receives the kNN query
is within the estimated kNN circle, it directly replies with
the information on itself, to the query-issuing node, along
the path through which the query message was sent. In
the DIKNN method, the search range is set by the method
proposed in [13], and partitioned into four sectors in these
simulation experiments. In the EXP and SPI methods using
beacons, the node behavior is basically the same as in the
beacon-less EXP and SPI methods, however messages are
transmitted (unicast) based on the information obtained by
beacon messages (i.e., nodes’ IDs and locations). In the
methods using beacons (DIKNN, and the EXP and SPI
methods using beacons), the broadcasting period of beacon
messages is set at 20[sec] by default, based on our prelimi-
nary experiments1. In Section 4.4, we evaluate two different
cases, with beacon periods of 10 and 20[sec] respectively.

The requested number of kNNs, k, is varied from 1 to 50,
with nodes’ maximum movement speed, v, set at 1.0[m/s].
The total number of nodes, n, is set at 500 in Section 4.2
and 250 in Section 4.3. In addition, to evaluate the impact of
node mobility, v is varied from 0.5 to 20[m/s] in Section 4.4,
where k and n are respectively set at 10 and 500.

In the above simulation model, we randomly determine
the initial position of each mobile node. An hour later,
the query-issuing node, randomly chosen among all nodes,

1. If nodes exchange messages more frequently than every 20 sec in
DIKNN, they can acquire more accurate information on their neigh-
bors. However, the traffic increases, which causes packet losses due
to message collision. We have selected 20 sec as the beacon period,
because good DIKNN performance is achieved in terms of the traffic
and the accuracy of the query result.

TABLE 1
Message Types and Sizes

issues a kNN query. We repeat this process 1000 times
(i.e., 1000 queries) for every 20 seconds, and evaluate the
following three criteria.

• Traffic
We examine the total volume of query messages
and replies exchanged in processing a query. Table 1
shows the size of messages used, in our methods and
the comparative methods, where i denotes the num-
ber of nodes whose information is included in the
reply, and l denotes the number of hops to the query-
issuing node. We define “traffic” as the average of
the total volume of respective queries issued.
Here, energy evaluation is highly important in
MANET environments. Energy consumption is pri-
marily constituted by computational calculations
and message transmissions. In our approaches, mes-
sage transmissions predominate in the search for
kNNs, and calculation costs are very small. Thus, we
consider that the evaluation of energy consumption
is roughly the same as that of the traffic.

• Response time
We examine the time from the transmission of a
query message by the query-issuing node, to the
reception of receiving the kNN result. In the naive
method, the response time is defined as the time
from the query-issuing node’s transmission of a
query message, to its reception of the last reply mes-
sage. (Note that, in a real environment, the query-
issuing node cannot recognize which reply is the last
one.) We define “response time” as the average of
such times for all queries issued.

• Accuracy of query result
We examine the ratio of the number of kNNs whose
information is included in the kNN result acquired
by the query-issuing node, to the requested num-
ber of kNNs, k. We define “accuracy of query result”
as the MAP (Mean Average Precision) value, which
measures the performance of the result with a rank-
ing [9]. The MAP is an average of the AP (Average
Precision) of the respective queries. The AP and
MAP are determined by the following equations:

APi = 1
k

k∑
j=1

g
j

· e, (6)
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Fig. 11. Case of 500 nodes. (a) Traffic. (b) Response time. (c) Accuracy of query result.

MAP = 1
querynum

querynum∑
i=1

APi, (7)

where APi is the AP of the i-th issued query, g is the
number of nodes which are included in the query
result among the top-j nearest nodes, querynum is
the total number of issued queries (i.e., 1,000 in this
simulation), and e is determined by the following
equation:

e =
⎧⎨
⎩

1 (j-th nearest node is included
in the kNN result).

0 (otherwise).

(8)

Thus, the MAP increases as the query-issuing node
acquires the information on nodes nearer to the
query point.

4.2 Simulation Results in the Case of 500 Nodes
First, we examine the performance of our proposed meth-
ods when the number of nodes is 500. Fig. 11 show the
simulation results. In these graphs, the horizontal axis indi-
cates the requested number of kNNs, k, and the vertical
axis indicates the traffic in Fig. 11(a), the response time in
Fig. 11(b), and the accuracy of query result in Fig. 11(c).

From Fig. 11(a), as k increases, the traffic increases in
all methods, because both the search area for processing a
kNN query and the data volume of the reply increase. Our
proposed methods generate far less traffic than the methods
using beacons, as the periodical beacon exchanges involved
in the latter cause a great deal of traffic. In particular, the
DIKNN method produces the largest traffic in most cases,
because it generates many unnecessary replies from every
partitioned sector. Our proposed methods also generate far
less traffic than the naive method, because in the former,
a kNN query is first forwarded to the nearest node from
the query point, with a small hopcount and without multi-
ple paths, using the geo-routing method. The EXP method
produces more traffic than the SPI method, because in our
simulations the specified radius of the estimated kNN cir-
cle is relatively large for safety, and thus many non-kNN
nodes reply. In the SPI method, the traffic depends on the
number of laps required for collecting the information on
kNNs, and thus the traffic increases in a stepwise manner
as k increases.

From Fig. 11(b), the response time in our proposed meth-
ods is greater than in the methods using beacons. By using

the information on neighbor nodes obtained from beacon
messages, a node can forward a message without a three-
way handshake or waiting time for reply. Furthermore,
because the DIKNN method can acquire the information
on nodes in parallel, by simultaneously searching all par-
titioned sectors, the response time is very short. In our
methods, on the other hand, a node sets a waiting time
before transmitting a message via geo-routing (i.e., RD),
and thus the response time is increased. In the EXP method
in particular, every node must wait for WT before sending
back a reply, which results in an increase in response time.
In the naive method, such waiting times do not occur; how-
ever, in this method retransmissions of replies often occur,
due to packet losses caused by the increased traffic. Overall,
the response time in the naive method is roughly similar
to that of the SPI method.

From Fig. 11(c), the accuracy of query result is very high
(nearly 1) in our methods, in contrast to the lower accuracy
of query result in the DIKNN and naive methods. This is
because, in the latter, packet losses often occur due to indi-
vidual replies, from all sectors in the DIKNN method, and
from all nodes in the naive method.

4.3 Simulation Results in the Case of 250 Nodes
Next, we examine the performance of our proposed meth-
ods when the number of nodes is 250 (low node density).
Fig. 12 show the simulation results. In these graphs, the
horizontal axis indicates the requested number of kNNs, k,
and the vertical axis indicates the traffic in Fig. 12(a), the
response time in Fig. 12(b), and the accuracy of query result
in Fig. 12(c).

From Fig. 12(a), in the methods using beacons, the traffic
is less than in the case of 500 nodes, owing to the decreased
traffic in beacon message exchange. The traffic in the naive
method is also less than in the case of 500 nodes, because
the traffic involved in propagating a kNN query decreases.
In the EXP method, the traffic is roughly the same as in the
case of 500 nodes, because in the geo-routing employed
by our methods, a kNN query can be transmitted to the
nearest node from the query point with a small hopcount,
regardless of the node density, and the estimated kNN circle
is determined based on the node density. In the SPI method,
on the other hand, the traffic is greater than in the case
of 500 nodes, because the method requires more laps in
order to collect the information on kNNs when the density
is lower.
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Fig. 12. Case of 250 nodes. (a) Traffic. (b) Response time. (c) Accuracy of query result.

From Fig. 12(b), the response time in the SPI method
is much greater than in the case of 500 nodes due to the
increase in laps, as described above. In the other methods,
the response time is less than in the case of 500 nodes,
because some of the parameters determining waiting time
were based on node density (lessened for low density) in
order to avoid message collision.

From Fig. 12(c), no methods can achieve 100% accuracy
of the query result, because with low node density it often
happens that there is no available node for the next hop
when transmitting a query and reply during geo-routing. In
the EXP method, the accuracy of the query result is slightly
higher than in the other methods, because a query message
is propagated to nodes near the query point by flooding,
and thus the occasions for using geo-routing are less than
in the other methods.

4.4 Impact of Node Mobility
Finally, we examine the performance of our proposed meth-
ods by varying node speed when the number of nodes is
500. Fig. 13 show the simulation results. In these graphs,
the horizontal axis indicates the maximum speed of nodes,
v, and the vertical axis indicates the traffic in Fig. 13(a),
the response time in Fig. 13(b), and the accuracy of query
result in Fig. 13(c); “(beacon xs)” denotes a method using
beacons, with a period of x seconds. In these simulation
experiments, k is set at 10.

From Fig. 13(a) and 13(b), the traffic and response time
are nearly constant, regardless of the nodes’ speed. This
shows that link disconnections rarely occur during the exe-
cution of all the methods except for the DIKNN method,
because in the former the execution time is short. In the
DIKNN method, as v increases, the response time slightly

increases, because as nodes move faster, the chance of a link
disconnection increases during the transmission of replies
from all sectors.

From Fig. 13(c), the accuracy of the query result in our
proposed methods remains high, regardless of the nodes’
speed, because the path of message transmission is reac-
tively constructed. In methods using beacons, on the other
hand, as v increases, the accuracy of the query result signif-
icantly decreases when the period of the beacon message
is set at 20[s]. This shows that nodes cannot accurately
know neighboring nodes’ information, due to the mobility
of nodes. While setting the period of the beacon message
at a lower value, such as 10[s], can maintain high accu-
racy of the query result, it generates significantly greater
traffic, as shown in Fig. 13(a). Thus, we can confirm that
the methods using beacons are not suitable for a highly
dynamic network.

4.5 Discussion
4.5.1 Comparison Among Six Methods
The respective methods have advantages in different appli-
cations or network conditions. Table 2 compares the fea-
tures of the respective methods.

In the methods employing beacons (“yes” at Beacon col-
umn in Table 2), the frequency of the broadcasting period
of beacon messages directly affects the performance of the
methods. If nodes frequently exchange beacon messages,
kNNs can be searched with high accuracy of the query
result, because nodes can accurately know the information
on their neighbors. However, this involves much traffic,
which often makes the accuracy of the query result of the
query result worse than beacon-less methods. In terms of

Fig. 13. Case of varying node speed. (a) Traffic. (b) Response time. (c) Accuracy of query result.
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TABLE 2
Comparison Table

response time, a node which wants to forward a query can
immediately determine the next hop node, which results in
a short response time. Therefore, methods employing bea-
cons are useful in networks where nodes already exchange
beacon messages frequently in processing other applica-
tions, which means that no additional beacon costs are
required. For example, such methods are suitable for col-
laborative work (e.g., a rescue operation in a disaster) in
which nodes often frequently exchange messages to col-
laborate with other members, and which typically requires
high accuracy of the query result. The EXP and SPI meth-
ods using beacons are suitable for such a situation. On the
other hand, the response time of DIKNN is shorter than
that of the other methods, owing to the use of multiple
paths, but DIKNN often cannot achieve high accuracy of
the query result. DIKNN is thus suitable for applications
that do not required highly accurate results, but require
that the results be acquired as soon as possible (e.g., the
distribution of time-service information in an event site).

Beacon-less methods (“no” at Beacon column in Table 2)
can work well in networks where nodes do not know
the information on neighbors. In particular, these meth-
ods can maintain the accuracy of the query result even
if nodes move quickly. Moreover, in MANETs, a situa-
tion often occurs in which some nodes are not available
to frequently exchange beacon messages, due to limita-
tions in network bandwidth. Beacon-less methods typically
work well in such situations. The response time of the
(beacon-less) EXP and SPI methods is larger than that
of methods with beacons because a node determines the
next hop node using a three-way handshake. However,
in the real environment, many applications tolerate the
delay of a few seconds for searching kNNs. For example,
in an application which distributes event information in
a city, our beacon-less methods are suitable for acquiring
kNNs because these methods do not involve much network
consumption.

In the EXP method and DIKNN, the search range which
includes kNNs with high probability is determined in
advance (“Proactive” at Search Range column in Table 2).
To estimate the search range appropriately, the estimated
node density must be almost equal to the real node density
within the search range. However, when the node den-
sity is strongly skewed throughout the entire network, it is
hard to accurately estimate the search range, and thus the
accuracy of the query result decreases or traffic increases.
Therefore, these methods work well when the estimation of
the search range is reliable (i.e., when either nodes know
the configuration of the node density, or the node density is
uniform in the network and known). For example, in a res-
cue operation in a disaster, in which members often know

the allocation of members in regions, the query-issuing
node can know the number of members near a query point.
On the other hand, in the SPI method, since a query gradu-
ally extends the search range by acquiring kNNs, an initial
estimation of the search range is not needed. A suitable
application here, for example, would be coupon distribu-
tion in a city, where it is often difficult for each node to
know the number of nodes in the area.

4.5.2 How to Choose Two Proposed Methods
We proposed two different methods, EXP and SPI, and
their performance superiority (which is better) depends on
some environmental factors such as density of nodes. In
the following, we briefly explain our current idea of how
to adaptively choose on appropriate method based on the
density of nodes in a real environment.

In this paper, we assume that each node knows the total
number of nodes and the size of the entire area where
nodes are present. Therefore, each node can calculate the
average density of nodes in the entire area using this infor-
mation. The query-issuing node can select either the SPI or
EXP method based on the average node density; the for-
mer method if the average density is high, and latter if it
is low. However, in a real environment, it is not always
easy to know such information in advance. In a naive way,
when a node can count the number of nodes in the entire
network and estimate the area size by flooding a message
to all nodes and receiving replies from them. However,
this is not efficient, because flooding involves significant
traffic.

Therefore, we need a method to estimate the density
of nodes without flooding. For example, a node would
broadcast a message to its neighbors, receive replies, and
thereby roughly estimate the local density of nodes. After
such estimation, the query-issuing node selects the EXP
method or SPI method. In future, we will consider concrete
cost-efficient means to estimate node density.

5 CONCLUSION

In this paper, we have proposed kNN query methods for
reducing traffic and maintaining high accuracy of the query
result in MANETs. In our methods, the query-issuing node
first forwards a kNN query using geo-routing to the nearest
node from the query point. Then, the nearest node from the
query point forwards the query to other nodes close to the
query point, and each node that receives the query replies
with the information on itself. In this process, we adopt
two different approaches: the Explosion (EXP) and Spiral
(SPI) methods.

The experimental results show that our proposed meth-
ods both reduce the traffic required for processing kNN
queries, in comparison with naive and existing methods
using beacons, and achieve high accuracy of the query
result. The EXP method can achieve both reduction in traf-
fic and high accuracy of the query result at any levels
of node density; while the SPI method can achieve high
performance in an environment with high node density,
though it does not perform well in a sparse environment.
It should be noted that since nodes locate at random posi-
tions in our experiments, there is basically no skew in
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node distribution over the entire area. This is advantageous
to the EXP method, which determines the radius of the
estimated kNN circle, R, based on the density of nodes
over the entire area. Performance evaluation in an envi-
ronment with skewed node distribution will figure in our
future work.
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