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ABSTRACT
Graph association rule mining is a data mining technique for discov-
ering regularities from graph data. In this paper, we propose a new
graph association rule mining, which is called vertex-centric graph
association rule mining. Our technique aims to discover regularities
between graph patterns and properties of vertices. We discuss its
application and define our technique formally. Our rule mining
can support typical measures of association rule mining such as
support and confidence. Finally, we discuss our future work.
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1 INTRODUCTION
Association rule mining is a fundamental data mining technique
for discovering regularities between items in large databases. Asso-
ciation rules have a form 𝑋 ⇒ 𝑌 , where 𝑋 and 𝑌 are disjoint and
called antecedent and consequent, respectively. Association rule
mining are recently extended to the context of graph data to capture
associations rules with graph patterns [5, 10]. In graph association
with graph patterns, 𝑋 and 𝑌 are disjoint graph patterns. Graph
association rules have many applications as follows.
Social analysis: Social analysis is important to understand and
improve our life. For example, social relationships are affected to
our health [8] and happiness [7] The social relationships can be
modeled by graphs and graph association rule mining can discover
regularities between people’s’ status and their relationship patterns.
In more concretely, we can find association rules that people who
feel happiness have specific friendships and profiles.
Recommendation: Recent recommendation systems capture user
behavior to products, such as viewing and click [3, 9]. User behavior
to products can be modeled by bipartite graphs. Graph association
rule mining supports to find potential costumers by finding regu-
larities among user behavior, products, and users’ profiles.
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Bias checking: Bias in datasets is an emerging problem that we
need to solve for developing fair machine learning models. For ex-
ample, automated systems to review applicants’ resumes developed
by Amazon incḣad a significant gender bias towards male candi-
dates over females due to historical discrimination in the training
data [2]. Machine learning models for graph data could be suffered
from such discriminatory bias in graphs as same as transactional
data. In graph data mining, each model is trained from not only
their properties of vertices but also relationships of vertices. Since
graph association rules can discover regularities that include dis-
criminatory bias, they can support removing discriminatory bias
in the graph data.

There are few works related to graph association rules. Since
existing techniques have been developed in their own purposes and
assumptions, they have different semantics each other. As far as we
know, existing works cannot be applied to the above applications
due to their semantics and assumptions (see Sec. 2 in detail). In
particular, the above applications focus on regularities that vertices
have what properties and are involved what subgraphs. Therefore,
to apply graph association rule mining to the above examples, new
mining techniques are necessary.

In this paper, we We mainly discuss our idea of a new mining
technique called vertex-centric graph association rule mining which
aims to discover regularities among both properties of vertices and
subgraphs that the vertices are involved. We formally define the
vertex-centric graph association rule mining. Then, we describe
that the association rules can be applied to many existing measures
that evaluate importance of rules, such as support and confidence.

2 RELATEDWORK
We here review frequent subgraph mining and association rule
mining techniques.

Frequent subgraph mining: The frequent subgraph mining
problem is to find subgraphs in a data graph and enumerate all
subgraphs with support above a given minimum threshold, This
problem can be divide into two categories; transactional data graph
(i.e., graph databases compromising multiple small graphs) and a
single large graph. Frequent subgraph mining in transactional data
graph searches for subgraphs that are included transactional data
graphs more than the given minimum support. While, grequent
subgraph mining in a single large graph searches for subgraphs
that appear a single graph more often than the given minimum
support.

Algorithms for transactional data graphs have been studied
well and can be applied extensions of algorithms for transaction
data such as Apriori and pattern growth methods, because anti-
monotonic properties are naturally hold. In a single large, anti-
monotonic properties are not hold if we simply count the number
of matched subgraphs. To hold anti-monotonic properties, several
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support counting metrics have been proposed; minimum-image-
based support (MNI), minimum vertex cover (MVC), MCP, and
maximum independent edge set support (MIES). These support
counting metrics are applied only to the given absolute support,
not to relative support because we cannot count the maximum
numbers of subgraphs that possibly appear in the single graph. As
far as we know, support measure proposed in [5] can be applied
to related support for a single large graphs. They proposed vertex-
centric support measure in which how many vertices are involved
the subgraphs (i.e., the possible maximum absolute support is the
number of vertices). We utilize the same vertex-centric support
measure in our association rule mining.

Association rule mining: Association rules first have been
proposed by Agrawal et al. [1] for transaction data. Association
rules for graph analysis have been studied recently.

Association rules for graph patterns, called GPAR, were intro-
duced in [5]. Their graph patterns use vertex-centric subgraphs
in which designated vertices have specific graph patterns. This is
similar to our association rule mining, but their association rules
focus on specific graph patterns; (1) consequent is just a single edge
and (2) antecedent and consequent share vertices. That is, their
association rules evaluate an edge type specified by consequent is
included in subgrahps specified by antecedent. In addition, their
algorithm is developed to find diversified association rules with
fixed consequent, instead of finding all association rules. Fan et al.
[6] extends GPAR to find quantified graph association rules, which
handles potential edges in graphs. Additionally, Fan et. al. extends
it to deduce associations [4].

Wang et al. [10] extends GPAR to be more generalized than
GPAR in [5]. This work takes different semantics from GPAR [5];
(1) support measure is MSI, (2) antecedent and consequent are
both patterns that are connected and include at least one edge, and
antecedent and consequent share vertices and have no edge in com-
mon. In this work, we can specify graph patterns as consequent, and
in addition it aims to enumerate association rules. The drawbacks
of this rules are that we cannot use relative support value and find
regularities between graph patterns and properties of vertices (e.g.,
occupation and gender), because it uses MSI as support and both
antecedent and consequent must have at least one edge (i.e., we
cannot specify property of vertices as consequent).

Our graph association rules keep good properties of the two
works; vertex-centric support and both antecedent and consequent
are freely specified (graph patterns and properties). The difference
from these works is that our association rules share just a desig-
nated vertex instead of sharing all vertices. Since the semantics of
association rules are different, we need new mining methods for
efficiently enumerating the rules.

3 PROPOSAL
We define the vertex-centric graph association rule mining.

We consider graphs 𝐺 = (𝑉 , 𝐸, 𝐿,𝐴) where 𝑉 is a finite set of
vertices, 𝐸 ⊂ 𝑉 × 𝐿 × 𝑉 is the set of edges with label 𝑙 ∈ 𝐿, and
each 𝑣 ∈ 𝑉 has a tuple 𝐴(𝑣) = (𝐴1 = 𝑎1, . . . , 𝐴𝑛 = 𝑎𝑛) of attributes
of a finite arity. A graph pattern is 𝑄 = (𝑉𝑄 , 𝐸𝑄 , 𝐴𝑄 ), where 𝑉𝑄 is
a set of pattern vertices, 𝐸𝑄 is a set of pattern edges, 𝐴𝑄 assigns
attributes 𝐴𝑄 (𝑣) to each vertex 𝑣 ∈ 𝑉𝑄 .

We now define a vertex-centric graph association rule mining.
A pattern 𝑄 includes following literals.

• attribute of 𝑣 ;
• edge from 𝑣𝑖 to 𝑣 𝑗 ; and
• a single 𝑣 as pivot.

A vertex-centric graph association rule is define as

𝑄𝑥 → 𝑄𝑦, 𝑤ℎ𝑒𝑟𝑒 𝑝𝑖𝑣𝑜𝑡𝑠 𝑜 𝑓 𝑄𝑥 𝑎𝑛𝑑 𝑄𝑦 𝑎𝑟𝑒 𝑠ℎ𝑎𝑟𝑒𝑑.

𝑄𝑥 ⊄ 𝑄𝑦 and𝑄𝑦 ⊄ 𝑄𝑥 but𝑄𝑥 and𝑄𝑦 could have the same literals.
We denote | |𝑄𝑥 ,𝐺 | | as the number of vertices that are involved 𝑄𝑥 .

Intuitively, a vertex-centric graph association rule mining find
vertices that are involved both two subgraphs 𝑄𝑥 but 𝑄𝑦 as pivots.

We then define measures of vertex-centric graph association
rules; support and confidence.

The absolute support 𝐴𝑆𝑢𝑝𝑝 of𝑄𝑥 → 𝑄𝑦 for graph𝐺 is defined
as

𝐴𝑆𝑢𝑝𝑝 (𝑄𝑥 → 𝑄𝑦)𝐺 = | | (𝑄𝑥 ∪𝑄𝑦,𝐺) | |.
The relative support 𝑅𝑆𝑢𝑝𝑝 of 𝑄𝑥 → 𝑄𝑦 for graph 𝐺 is defined

as
𝑅𝑆𝑢𝑝𝑝 (𝑄𝑥 → 𝑄𝑦)𝐺 =

| | (𝑄𝑥 ∪𝑄𝑦,𝐺) | |
|𝑉 | .

The confidence 𝐶𝑜𝑛𝑓 of 𝑄𝑥 → 𝑄𝑦 for graph 𝐺 is defined as

𝐶𝑜𝑛𝑓 (𝑄𝑥 → 𝑄𝑦)𝐺 =
𝐴𝑆𝑢𝑝𝑝 (𝑄𝑥 ∪𝑄𝑦,𝐺)
𝐴𝑆𝑢𝑝𝑝 (𝑄𝑥 , 𝑝𝑥 ,𝐺)

.

In the same way, we can define other measures such as lift.

4 CONCLUDING REMARKS
We proposed a new graph association rule mining. The mining
technique has different semantics from existing works, which aim
several interesting applications. As our future works, we would
like to develop efficint algorithms to find vertex-centric association
rules and conduct experimental studies to find interesting rules on
real-world graphs.
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